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> Abstract. Let $\mathcal{M}$ be a $W^{*}$-algebra and $\mathcal{A} \subseteq \mathcal{M}$ a commutative $W^{*}$-subalgebra of $\mathcal{M}$ containing the identity element of $\mathcal{M}$. Let $\sigma: \mathcal{M} \rightarrow \mathcal{M}$ be a continuous homomorphism and $\delta: \mathcal{M} \rightarrow \mathcal{M}$ a $\sigma$-derivation. In this paper, it is proved that there exists a $x_{0} \in \mathcal{M}$ such that $\delta(a)=\sigma(a) x_{0}-x_{0} \sigma(a)$, for each $a \in \mathcal{A}$. Also, it is proved that if $\left\{d_{n}\right\}$ is a continuous strongly $\sigma$-higher derivationon on $\mathcal{M}$, then there exist $x_{1}, x_{2}, x_{3}, \ldots x_{n} \in \mathcal{M}$ such that
> $d_{n}(a)=\sigma^{n}(a) x_{n}-x_{n} \sigma^{n}(a)-x_{n-1} d_{1}\left(\sigma^{n-1}(a)\right)-x_{n-2} d_{2}\left(\sigma^{n-2}\right)(a)-\ldots-x_{1} d_{n-1}(\sigma(a))$

for each $a \in \mathcal{A}$.

## 1. INTRODUCTION

Let $\mathcal{A}$ be an algebra. We say that a linear mapping $d$ on $\mathcal{A}$ is a derivation if it satisfies

$$
d(a b)=a d(b)+d(a) b \quad(\forall a, b \in \mathcal{A}) .
$$

For example, suppose $x_{0} \in \mathcal{A}$ is an arbitrarary element; one can prove that a linear mapping $d$ on $\mathcal{A}$ with the property

$$
d(a)=a x_{0}-x_{0} a, \quad(\forall a \in \mathcal{A})
$$

is a derivation; in general, a linear mapping with such a property is called an inner derivation.

A sequence $\left\{d_{n}\right\}$ of linear mappings on $\mathcal{A}$ is called a higher derivation if it satifies

$$
\begin{equation*}
d_{n}(a b)=\sum_{k=0}^{n} d_{k}(a) d_{n-k}(b) \tag{1.1}
\end{equation*}
$$
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for all $a, b \in \mathcal{A}$ and each nonnegative integer $n$; we say that it is strongly, if $d_{0}=I$. A typical example of a higher derivation is $\left\{\frac{\delta^{n}}{n!}\right\}$ where $\delta: \mathcal{A} \rightarrow \mathcal{A}$ is a derivation. It seems that this example has been the first motivation to define higher derivations. Higher derivations were introduced, for first time, by Hasse and Schmidt in [3].

Now in what follows, assume that $\sigma, \tau$ be two homomorphism on $\mathcal{A}$. A linear mapping $d: \mathcal{A} \rightarrow \mathcal{A}$ is said to be a $(\sigma, \tau)$-derivation if it satisfies the generalized Leibniz rule $d(x y)=d(x) \sigma(y)+\tau(x) d(y)$ for each $x, y \in \mathcal{A}$. By a $\sigma$-derivation we mean a $(\sigma, \sigma)$ derivation. An ordinary derivation is an $I$-derivation where $I$ is the identity mapping on $\mathcal{A}$. Specially, if $\delta: \mathcal{A} \rightarrow \mathcal{A}$ is an ordinary derivation and $\sigma: \mathcal{A} \rightarrow \mathcal{A}$ is a homomorphism, then $d=\delta \sigma$ is a $\sigma$-derivation.

In view of [ 4$]$, a sequence $\left\{d_{n}\right\}$ of linear mappings on $\mathcal{A}$ is called a $\sigma$-higher derivation if it satifies

$$
\begin{equation*}
d_{n}(a b)=\sum_{k=0}^{n} d_{k}\left(\sigma^{n-k}(a)\right) d_{n-k}\left(\sigma^{k}(b)\right) \tag{1.2}
\end{equation*}
$$

for all $a, b \in \mathcal{A}$ and each nonnegative integer $n$; we say that it is strongly, if $d_{0}=I$. A typical example of a $\sigma$-higher derivation is $\left\{\frac{\delta^{n}}{n!}\right\}$ where $\delta: \mathcal{A} \rightarrow \mathcal{A}$ is a $\sigma$-derivation in which $d \sigma=\sigma d$.

In view [6, theorem 2.5.1], if $\mathcal{M}$ is a $W^{*}$-algebra and $\mathcal{A} \subseteq \mathcal{M}$ is a commutative $W^{*}$ subalgebra containing the identity element of $\mathcal{M}$ and $d: \mathcal{M} \rightarrow \mathcal{M}$ a derivation, then there exists a $x_{0} \in \mathcal{M}$ such that $d(a)=a x_{0}-x_{0} a$ for each $a \in \mathcal{A}$. Also in light of [ 6 , theorem 2.5.3], every derivation on a $W^{*}$-algebra is inner.

In view [5], if $\mathcal{M}, \mathcal{A}$ are as in the same sets stated above and $\left\{d_{n}\right\}$ a stongly higher derivation, then there exist $x_{1}, x_{2}, x_{3}, \ldots x_{n} \in \mathcal{M}$ such that

$$
d_{n}(a)=a x_{n}-x_{n} a-x_{n-1} d_{1}(a)-x_{n-2} d_{2}(a)-\ldots-x_{1} d_{n-1}(a), \forall a \in \mathcal{A}
$$

In this paper, by supposing that $\mathcal{M}, \mathcal{A}$ are as in the same sets stated above and that $\sigma: \mathcal{M} \rightarrow \mathcal{M}$ a continuous homomorphism and $\delta: \mathcal{M} \rightarrow \mathcal{M}$ a $\sigma$-derivation, it is showed that there exists a $x_{0} \in \mathcal{M}$ such that $\delta(a)=\sigma(a) x_{0}-x_{0} \sigma(a)$, for each $a \in \mathcal{A}$. Also, it is demonstrated that if $\left\{d_{n}\right\}$ is a continuous and strongly $\sigma$-higher derivation on $\mathcal{M}$, then there exist $x_{1}, x_{2}, x_{3}, \ldots x_{n} \in \mathcal{M}$ such that
$d_{n}(a)=\sigma^{n}(a) x_{n}-x_{n} \sigma^{n}(a)-x_{n-1} d_{1}\left(\sigma^{n-1}(a)\right)-x_{n-2} d_{2}\left(\sigma^{n-2}\right)(a)-\ldots-x_{1} d_{n-1}(\sigma(a))$
for each $\mathrm{a} \in \mathrm{A}$.

## 2. INNERNESS $\sigma$-DERIVATIONS

Let $\mathcal{A}$ be an algebra. A linear operator $d$ is said to be a deivation if it satisfies the Libnitz Rule $d(a b)=d(a) b+a d(b)$ for each $a, b \in \mathcal{A}$. We say that it is inner if there exists $x_{0} \in \mathcal{A}$ such that $d(a)=a x_{0}-x_{0} a$ for each $a \in \mathcal{A}$. If $\sigma$ is a homomorphism on $\mathcal{A}$, a linear mapping $d$ with the property

$$
d(a b)=d(a) \sigma(a)+\sigma(a) d(b), \quad(\forall a, b \in \mathcal{A})
$$

is called a $\sigma$-derivation. We say that it is inner, if there exists $x_{0} \in \mathcal{A}$ such that $d(a)=$ $\sigma(a) x_{0}-x_{0} \sigma(a)$ for each $a \in \mathcal{A}$.

Theorem 2.1. Let $\mathcal{M}$ is a $W^{*}$-algebra and $\mathcal{A} \subseteq \mathcal{M}$ a commutative $W^{*}$-subalgebra of $\mathcal{M}$ containing the identity element of $\mathcal{M}$. Let $\sigma: \mathcal{M} \rightarrow \mathcal{M}$ be a continuous homomorphism and $d: \mathcal{M} \rightarrow \mathcal{M}$ a $\sigma$-derivation. There exists an element $x_{0} \in \mathcal{M}$ with the property $\left\|x_{0}\right\| \leq\|\sigma\|\|d\|$ such that $d(a)=\sigma(a) x_{0}-x_{0} \sigma(a)$ for each $a \in \mathcal{A}$.

Proof. In view of [G], $d$ is continuous. From [ [ ], proposition 14] (or [7, proposition 1.4.5]), $\mathcal{A}$ is the linear span of its unitary elements (i.e. any element of $\mathcal{A}$ is a finite linear combination of the unitary elements). Suppose $\mathcal{A}^{u}$ be the set of all unitary elements of $\mathcal{A}$. It is enough to show that the result holds for $\mathcal{A}^{u}$. For each $u \in \mathcal{A}^{u}$, we define the linear mapping

$$
\begin{aligned}
& T_{u}: \mathcal{M} \rightarrow \mathcal{M} \\
& T_{u}(x)=(\sigma(u))^{-1}(x \sigma(u)+d(u)), \quad \forall x \in \mathcal{M}
\end{aligned}
$$

Suppose $a, b \in \mathcal{A}^{u}$. We have

$$
\begin{aligned}
T_{a} T_{b}(x) & =T_{a}\left((\sigma(b))^{-1}(x \sigma(b)+d(b))\right) \\
& =(\sigma(a))^{-1}\left[\left((\sigma(b))^{-1}(x \sigma(b)+d(b))\right) \sigma(a)+d(a)\right] \\
& =(\sigma(a))^{-1}(\sigma(b))^{-1} x \sigma(b) \sigma(a)+(\sigma(a))^{-1}(\sigma(b))^{-1} d(b) \sigma(a) \\
& +(\sigma(a))^{-1}(\sigma(b))^{-1} \sigma(b) d(a) \\
& =(\sigma(a))^{-1}(\sigma(b))^{-1}(x \sigma(b) \sigma(a)+d(b) \sigma(a)+\sigma(b) d(a)) \\
& =\sigma(b a)^{-1}(x \sigma(b a)+d(b a)) \\
& =T_{b a}(x)=T_{a b}(x)=T_{a} T_{b}(x)
\end{aligned}
$$

Now consider $\Omega=\left\{T_{u}: u \in \mathcal{A}^{u}\right\}$; for each $u \in \mathcal{A}^{u}$, the function $T_{u}$ is $\sigma$-continuous (see [6, page 2]). Suppose $\mathcal{K}$ is the $\sigma$-closed convex subset of $\mathcal{M}$ generated by $\left\{T_{u}(0): u \in \mathcal{A}^{u}\right\}$; since

$$
\begin{aligned}
\left\|T_{u}(0)\right\| & =\left\|(\sigma(u))^{-1} d(u)\right\| \\
& =\left\|\left(\sigma\left(u^{-1}\right)\right) d(u)\right\| \\
& \leqslant\|\sigma\|\|d\|
\end{aligned}
$$

In light of the Banach-Alaogla theorem, $\mathcal{K}$ is $\sigma$-compact. Also since $T_{v u}=T_{v} T_{u}$, for each $u, v \in \mathcal{A}^{u}$, it is immediate that $T(\mathcal{K}) \subseteq \mathcal{K}$. Thus in view the Markov -Kakutani (see [ZZ, Theorem VII.2.1; page 185]), there exists $x_{0} \in \mathcal{K}$ such that $T\left(x_{0}\right)=x_{0}$ for each $T \in \Omega$; actually, for each $u \in \mathcal{A}^{u}, T_{u}\left(x_{0}\right)=x_{0}$. In fact, for each $u \in \mathcal{A}^{u}$,

$$
d(u)=\sigma(u) x_{0}-x \sigma(u) .
$$

Moreover that, obviously

$$
\left\|x_{0}\right\| \leq\|\sigma\|\|d\|
$$

Remark 2.2. Let $\sigma, \tau: \mathcal{M} \rightarrow \mathcal{M}$ be continuous homomorphisms and $\delta: \mathcal{M} \rightarrow \mathcal{M}$ a $(\sigma, \tau)$-derivation. Then, similar to the proof of Theorem [2.D, and by considering that

$$
\begin{aligned}
& T_{u}: \mathcal{M} \rightarrow \mathcal{M} \\
& T_{u}(x)=(\sigma(u))^{-1}(x \tau(u)+d(u)), \quad \forall x \in \mathcal{M}
\end{aligned}
$$

one can show that there exists an element $x 0 \in M$ such that $d(a)=\tau(a) x 0 \quad x 0 \sigma(a)$ for each $\mathrm{a} \in \mathrm{A}$.

## 3. INNERNESS $\sigma$-HIGHER DERIVATIONS

Let $\mathcal{A}$ be an algebra. A sequence $\left\{d_{n}\right\}$ of linear mappings on $\mathcal{A}$ is called a higher derivation if it satifies

$$
\begin{equation*}
d_{n}(a b)=\sum_{k=0}^{n} d_{k}(a) d_{n-k}(b) \tag{3.1}
\end{equation*}
$$

for all $a, b \in \mathcal{A}$ and each nonnegative integer $n$; it is siad to be strongly if $d_{0}=I$. We say that a stongly higher derivation $\left\{d_{n}\right\}$ is inner if ther exist $x_{1}, x_{2}, x_{3}, \ldots x_{n} \in \mathcal{A}$ such that

$$
d_{n}(a)=a x_{n}-x_{n} a-x_{n-1} d_{1}(a)-x_{n-2} d_{2}(a)-\ldots-x_{1} d_{n-1}(a) .
$$

In view [5], if $\mathcal{M}, \mathcal{A}$ are as in Theorem [2.1] and $\left\{d_{n}\right\}$ a stongly higher derivation, then there exist $x_{1}, x_{2}, x_{3}, \ldots x_{n} \in \mathcal{M}$ such that

$$
d_{n}(a)=a x_{n}-x_{n} a-x_{n-1} d_{1}(a)-x_{n-2} d_{2}(a)-\ldots-x_{1} d_{n-1}(a) .
$$

Definition 3.1. Let $\sigma: \mathcal{M} \rightarrow \mathcal{M}$ be a homomorphism; in view of [G], a sequence $\left\{d_{n}\right\}$ of linear mappings on $\mathcal{A}$ is called a $\sigma$-higher derivation if it satifies

$$
\begin{equation*}
d_{n}(a b)=\sum_{k=0}^{n} d_{k}\left(\sigma^{n-k}(a)\right) d_{n-k}\left(\sigma^{k}(b)\right) \tag{3.2}
\end{equation*}
$$

for all $a, b \in \mathcal{A}$ and each nonnegative integer $n$; it is strongly if $d_{0}=I$. We say that a stongly $\sigma$-higher derivation $\left\{d_{n}\right\}$ is inner if ther exist $x_{1}, x_{2}, x_{3}, \ldots x_{n} \in \mathcal{A}$ such that

$$
d_{n}(a)=\sigma^{n}(a) x_{n}-x_{n} \sigma^{n}(a)-x_{n-1} d_{1}\left(\sigma^{n-1}(a)\right)-x_{n-2} d_{2}\left(\sigma^{n-2}(a)-\ldots-x_{1} d_{n-1}(\sigma(a))\right.
$$

If moreover $\tau: \mathcal{M} \rightarrow \mathcal{M}$ be a homomorphism, a sequence $\left\{d_{n}\right\}$ of linear mappings on $\mathcal{A}$ is called a $(\sigma, \tau)$-higher derivation if it satifies

$$
\begin{equation*}
d_{n}(a b)=\sum_{k=0}^{n} d_{k}\left(\tau^{n-k}(a)\right) d_{n-k}\left(\sigma^{k}(b)\right) \tag{3.3}
\end{equation*}
$$

for all $a, b \in \mathcal{A}$ and each nonnegative integer $n$; we say that a stongly $(\sigma, \tau)$-higher derivation $\left\{d_{n}\right\}$ is inner if ther exist $x_{1}, x_{2}, x_{3}, \ldots x_{n} \in \mathcal{A}$ such that

$$
d_{n}(a)=\tau^{n}(a) x_{n}-x_{n} \sigma^{n}(a)-x_{n-1} d_{1}\left(\sigma^{n-1}(a)\right)-x_{n-2} d_{2}\left(\sigma^{n-2}(a)-\ldots-x_{1} d_{n-1}(\sigma(a))\right.
$$

for each $a \in \mathcal{A}$.

Theorem 3.2. Let $\mathcal{M}$ be are as in Theorem 2.1. Let $\left\{d_{n}\right\}$ be a continuous and strongly $\sigma$ higher derivation on $\mathcal{A}$. Then there exist $x_{1}, x_{2}, x_{3}, \ldots x_{n} \in \mathcal{M}$ with the property

$$
\left\|x_{n}\right\| \leqslant\left\|d_{n}\right\|\|\sigma\|+\left(\left\|x_{1}\right\|\left\|d_{n-1}\right\|+\ldots+\left\|x_{n-1}\right\|\left\|d_{1}\right\|\right)\|\sigma\|^{2}
$$

such that

$$
d_{n}(a)=\sigma^{n}(a) x_{n}-x_{n} \sigma^{n}(a)-x_{n-1} d_{1}\left(\sigma^{n-1}(a)\right)-x_{n-2} d_{2}\left(\sigma^{n-2}(a)-\ldots-x_{1} d_{n-1}(\sigma(a))\right.
$$

for each $a \in \mathcal{A}$.

Proof. For $n=1$, it is clear that $d_{1}(a b)=d_{1}(a) \sigma(b)+\sigma(a) d_{1}(b)$; i.e. $d_{1}$ is a $\sigma$-derivation and hence from Theorem [2.], there exists an element $x_{0} \in \mathcal{M}$ such that $d(a)=\sigma(a) x_{0}$ $x_{0} \sigma(a)$. By assumming that the theorem holds for $n-1$, we continue the proof by induction and prove the fact for $n$. Similar to the proof of Theorem [2.], it is enough to show that the result holds for the unitary elements. Suppose $\mathcal{A}^{u}$ be the set of all unitary elements of $\mathcal{A}$. For each $u \in \mathcal{A}^{u}$, we define the linear mapping

$$
\begin{aligned}
& T_{u}: \mathcal{M} \rightarrow \mathcal{M} \\
& T_{u}(x)=\left(\sigma^{n}(u) x-d_{n}(u)-x_{1} d_{n-1}(\sigma(u))-\ldots-x_{n-1} d_{1}\left(\sigma^{n-1}(u)\right)\right)(\sigma(u))^{-n}, \forall x \in \mathcal{M}
\end{aligned}
$$

Suppose $u, v \in \mathcal{A}^{u}$; we have

$$
\begin{aligned}
T_{u} T_{v}(x) & =T_{u}\left(\left(\sigma^{n}(v) x-d_{n}(v)-x_{1} d_{n-1}(\sigma(v))-\ldots-x_{n-1} d_{1}\left(\sigma^{n-1}(v)\right)\right)\left(\sigma^{-n}(v)\right)\right) \\
& =\left(\sigma^{n}(u)\left[\left(\sigma^{n}(v) x-d_{n}(v)-x_{1} d_{n-1}(\sigma(v))-\ldots-x_{n-1} d_{1}\left(\sigma^{n-1}(v)\right)\right)\left(\sigma^{-n}(v)\right)\right]\right. \\
& \left.-d_{n}(u)-x_{1} d_{n-1}(\sigma(u))-\ldots-x_{n-1} d_{1}\left(\sigma^{n-1}(u)\right)\right) \sigma^{-n}(u) \\
& =\left[( \sigma ^ { n } ( u ) \sigma ^ { n } ( v ) x - \sigma ^ { n } ( u ) d _ { n } ( v ) - \sigma ^ { n } ( u ) x _ { 1 } d _ { n - 1 } ( \sigma ( v ) ) - \ldots - \sigma ^ { n } ( u ) x _ { n - 1 } d _ { 1 } ( \sigma ^ { n - 1 } ( v ) ) ) \left(\sigma^{-n}(v)\right.\right. \\
& \left.-d_{n}(u)-x_{1} d_{n-1}(\sigma(u))-\ldots-x_{n-1} d_{1}\left(\sigma^{n-1} u\right)\right] \sigma^{-n} u
\end{aligned}
$$

$$
\begin{aligned}
& =\left(\sigma^{n}(u) \sigma^{n}(v) x-d_{n}(u v)+d_{n}(u) \sigma^{n}(v)+d_{n-1}(\sigma(u)) d_{1}\left(\sigma^{n-1} v\right)+d_{n-2}\left(\sigma^{2}(u)\right) d_{2}\left(\sigma^{n-2}(v)\right)\right. \\
& \left.+\ldots+d_{2}\left(\sigma^{n-2}(u)\right) d_{n-2}\left(\sigma^{2}(v)\right)+d_{1}\left(\sigma^{n-1}(u)\right) d_{n-1}(\sigma(v))\right) \sigma^{-n}(v) \sigma^{-n}(u) \\
& +\left(\sigma^{n}(u) x_{1} d_{n-1}(\sigma(v))-\sigma^{n}(u) x_{2} d_{n-2}\left(\sigma^{2}(v)\right)-\ldots-\sigma^{n}(u) x_{n-1} d_{1}\left(\sigma^{n-1}(v)\right)\right) \sigma^{-n}(v) \sigma^{-n}(u) \\
& +\left(-d_{n}(u) \sigma^{n}(v)-x_{1} d_{n-1}(\sigma(u)) \sigma^{n}(v)-\ldots-x_{n-1} d_{1}\left(\sigma^{n-1}(u)\right) \sigma^{n}(v)\right) \sigma^{-n}(v) \sigma^{-n}(u) \\
& =\sigma^{n}(u) \sigma^{n}(v) x \sigma^{-n}(v) \sigma^{-n}(u)-d_{n}(u v) \sigma^{-n}(v) \\
& \left.+\quad\left(d_{n-1}(\sigma u)\right)-\sigma^{n}(u) x_{n-1}\right) d_{1}\left(\sigma^{n-1}(v)\right) \sigma^{-n}(v) \sigma^{-n}(u) \\
& +\quad\left(d_{n-2}\left(\sigma^{2}(u)\right)-\sigma^{n}(u) x_{n-2}\right) d_{2}\left(\sigma^{n}(v)\right) \sigma^{-n}(v) \sigma^{-n}(u) \\
& +\quad \ldots+\left(d_{2}\left(\sigma^{n-2}(u)\right)-\sigma^{n}(u) x_{2}\right) d_{n-2}\left(\sigma^{2}(v)\right) \sigma^{-n}(v) \sigma^{-n}(u) \\
& +\quad\left(d_{1}\left(\sigma^{n-1}(u)\right)-\sigma^{n}(u) x_{1}\right) d_{n-1}(\sigma(v)) \sigma^{-n}(v) \sigma^{-n}(u) \\
& -x_{1} d_{n-1}(\sigma(u)) \sigma^{-n}(u)-x_{2} d_{n-2}\left(\sigma^{2}(u)\right) \sigma^{-n}(u) \\
& -\ldots-x_{n-2} d_{2}\left(\sigma^{n-2}(u)\right) \sigma^{-n}(u)-x_{n-1} d_{1}\left(\sigma^{n-1}(u)\right) \sigma^{-n}(u) \\
& =\sigma^{n}(u) \sigma^{n}(v) x \sigma^{-n}(v) \sigma^{-n}(u)-d_{n}(u v) \sigma^{-n}(v) \sigma^{-n}(u) \\
& +\left(-x_{n-1} \sigma^{n}(u)-x_{n-2} d_{1}\left(\sigma^{n-1}(u)\right)-x_{n-3} d_{2}\left(\sigma^{n-2}(u)\right)\right. \\
& \left.-\ldots-x_{2} d_{n-3}\left(\sigma^{3}(u)\right)-x_{1} d_{n-2}\left(\sigma^{2}(u)\right)\right) d_{1}\left(\sigma^{n-1}(v)\right) \sigma^{-n}(v) \sigma^{-n}(u) \\
& +\left(-x_{n-2} \sigma^{n}(u)-x_{n-3} d_{1}\left(\sigma^{n-1}(u)\right)-x_{n-4} d_{2}\left(\sigma^{n-2}(u)\right)\right. \\
& \left.-\ldots-x_{2} d_{n-4}\left(\sigma^{4}(u)\right)-x_{1} d_{n-3}\left(\sigma^{3}(u)\right)\right) d_{2}\left(\sigma^{n-2}(v)\right) \sigma^{-n}(v) \sigma^{-n}(u) \\
& +\ldots+\left(-x_{2} \sigma^{n}(u)-x_{1} d_{1}\left(\sigma^{n-1}(u)\right)\right) d_{n-2}\left(\sigma^{2}(v)\right) \sigma^{-n}(v) \sigma^{-n}(u) \\
& +\left(-x_{1} \sigma^{n}(u)\right) d_{n-1}(\sigma(v)) \sigma^{-n}(v) \sigma^{-n}(u) \\
& -x_{1} d_{n-1}(\sigma(u)) \sigma^{n}(v) \sigma^{-n}(v) \sigma^{-n}(u)-x_{2} d_{n-2}\left(\sigma^{2}(u)\right) \sigma^{n}(v) \sigma^{-n}(v) \sigma^{-n}(u) \\
& -\ldots-x_{n-2} d_{2}\left(\sigma^{n-2}(u)\right) \sigma^{n}(v) \sigma^{-n}(v) \sigma^{-n}(u)-x_{n-1} d_{1}\left(\sigma^{n-1}(u)\right) \sigma^{n}(v) \sigma^{-n}(v) \sigma^{-n}(u) \\
& =\sigma^{n}(u) \sigma^{n}(v) x \sigma^{-n}(v) \sigma^{-n}(u)-d_{n}(u v) \sigma^{-n}(v) \sigma^{-n}(u) \\
& -x_{n-1}\left(\sigma^{n}(u) d_{1}\left(\sigma^{n-1}(v)\right)+d_{1}\left(\sigma^{n-1}(u)\right) \sigma^{n}(v)\right) \sigma^{-n}(v) \sigma^{-n}(u)
\end{aligned}
$$

$$
\begin{aligned}
& -x_{n-2}\left(d_{1}\left(\sigma^{n-1}(u)\right) d_{1}\left(\sigma^{n-1}(v)\right)+\sigma^{n}(u) d_{2}\left(\sigma^{n-2}(v)\right)\right. \\
& \left.+d_{2}\left(\sigma^{n-2}(u)\right) \sigma^{n}(v)\right) \sigma^{-n}(v) \sigma^{-n}(u) \\
& -x_{n-3}\left(\sigma^{n}(u) d_{3}\left(\sigma^{n-3}(v)\right)+d_{1}\left(\sigma^{n-1}(u)\right) d_{2}\left(\sigma^{n-2}(v)\right)\right. \\
& \left.+d_{2}\left(\sigma^{n-2}(u)\right) d_{1}\left(\sigma^{n-1}(v)\right)+d_{3}\left(\sigma^{n-3}(u)\right) \sigma^{n}(v)\right) \sigma^{-n}(v) \sigma^{-n}(u) \\
& -\ldots-x_{1}\left(\sigma^{n}(u) d_{n-1}(\sigma(v))+\ldots+d_{n-1}(\sigma(u)) \sigma^{n}(v)\right) \sigma^{-n}(v) \sigma^{-n}(u) \\
& =\left(\sigma^{n}(u v) x-d_{n}(u v)-x_{n-1} d_{1}(u v)-x_{n-2} d_{2}(u v)\right. \\
& \left.-x_{n-3} d_{3}(u v)-\ldots-x_{1} d_{n-1}(u v)\right)\left(\sigma^{-n}(u v)\right) \\
& =T_{u v}(x)
\end{aligned}
$$

Now consider $\Omega=\left\{T_{u}: u \in \mathcal{A}^{u}\right\}$; for each $u \in \mathcal{A}^{u}$, since $\left\{d_{n}\right\}$ is continuous, the function $T_{u}$ is $\sigma$-continuous (see [ $[$, page 2]). Suppose $\mathcal{K}$ is the $\sigma$-closed convex subset of $\mathcal{M}$ generated by $\left\{T_{u}(0): u \in \mathcal{A}^{u}\right\} ;$ since

$$
\begin{aligned}
\left\|T_{u}(0)\right\| & =\left\|\left(d_{n}(u)+x_{1} d_{n-1}(\sigma(u))+\ldots+x_{n-1} d_{1}\left(\sigma^{n-1}(u)\right)\right)(\sigma(u))^{-n}\right\| \\
& \leqslant\left\|d_{n}(u)\right\|+\left\|x_{1} d_{n-1}(\sigma(u))\right\|+\ldots+\left\|x_{n-1} d_{1}\left(\sigma^{n-1}(u)\right)(\sigma(u))^{-n}\right\| \\
& \leqslant\left(\left\|d_{n}\right\|+\left\|x_{1}\right\|\left\|d_{n-1}\right\|\|\sigma\|+\ldots+\left\|x_{n-1}\right\|\left\|d_{1}\right\|\|\sigma\|\right)\|\sigma\| \\
& =\left\|d_{n}\right\|\|\sigma\|+\left(\left\|x_{1}\right\|\left\|d_{n-1}\right\|+\ldots+\left\|x_{n-1}\right\|\left\|d_{1}\right\|\right)\|\sigma\|^{2}
\end{aligned}
$$

in light of the Banach-Alaogla theorem, $\mathcal{K}$ is $\sigma$-compact. Also since $T_{v u}=T_{v} T_{u}$, it is clear that $T(\mathcal{K}) \subseteq \mathcal{K}$. Thus in view the Markov-Kakutani theorem (see [ 2 , theorem VII.2.1]), there exists $x_{0} \in \mathcal{K}$ such that $T\left(x_{0}\right)=x_{0}$ for each $T \in \Omega$; actually, for each $u \in \mathcal{A}^{u}$, $T_{u}\left(x_{0}\right)=x_{0}$ and hence the proof is finished. Moreover that, obviously

$$
\left\|x_{0}\right\| \leqslant\left\|d_{n}\right\|\|\sigma\|+\left(\left\|x_{1}\right\|\left\|d_{n-1}\right\|+\ldots+\left\|x_{n-1}\right\|\left\|d_{1}\right\|\right)\|\sigma\|^{2}
$$

Corollary 3.3. Let $\mathcal{M}, \mathcal{A}$ be as in Theorem w. Let $\sigma: \mathcal{M} \rightarrow \mathcal{M}$ be a continuous homomorphism with the condition $\sigma^{2}=\sigma$. Let $\left\{d_{n}\right\}$ be a strongly $\sigma$-higher derivation on $\mathcal{A}$. Then there exist $x_{1}, x_{2}, x_{3}, \ldots x_{n} \in \mathcal{M}$ such that

$$
d_{n}(a)=\sigma^{n}(a) x_{n}-x_{n} \sigma^{n}(a)-x_{n-1} d_{1}\left(\sigma^{n-1}(a)\right)-x_{n-2} d_{2}\left(\sigma^{n-2}(a)-\ldots-x_{1} d_{n-1}(\sigma(a))\right.
$$

for each $a \in \mathcal{A}$.

## Proof. From [3], $\{\mathrm{dn}\}$ is continuous and in view of Theorem 3.2, the desired fact is easily

proved.
Theorem 3.4. Let $\mathcal{M}, \mathcal{A}$ be as in Theorem [2.]. Let $\sigma, \tau: \mathcal{M} \rightarrow \mathcal{M}$ be continuous homomorphisms. Let $\left\{d_{n}\right\}$ be a continuous and strongly $(\sigma, \tau)$-higher derivation on $\mathcal{A}$. Then there exist $x_{1}, x_{2}, x_{3}, \ldots x_{n} \in \mathcal{M}$ such that

$$
d_{n}(a)=\tau^{n}(a) x_{n}-x_{n} \sigma^{n}(a)-x_{n-1} d_{1}\left(\sigma^{n-1}(a)\right)-x_{n-2} d_{2}\left(\sigma^{n-2}(a)-\ldots-x_{1} d_{n-1}(\sigma(a))\right.
$$

for each $a \in \mathcal{A}$.
Corollary 3.5. Let $\mathcal{M}, \mathcal{A}$ be as in Theorem [.]. Let $\sigma, \tau: \mathcal{M} \rightarrow \mathcal{M}$ be continuous homomorphisms with the condition $\sigma^{2}=\sigma$ and $\tau^{2}=\tau$. Let $\left\{d_{n}\right\}$ be a strongly $(\sigma, \tau)$ higher derivation on $\mathcal{A}$. Then there exist $x_{1}, x_{2}, x_{3}, \ldots x_{n} \in \mathcal{M}$ such that

$$
d_{n}(a)=\tau^{n}(a) x_{n}-x_{n} \sigma^{n}(a)-x_{n-1} d_{1}\left(\sigma^{n-1}(a)\right)-x_{n-2} d_{2}\left(\sigma^{n-2}(a)-\ldots-x_{1} d_{n-1}(\sigma(a))\right.
$$

for each $a \in \mathcal{A}$.
Proof. From [3], $\left\{d_{n}\right\}$ is continuous and in view of Theorem [3.4], the desired fact is easily proved.
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