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#### Abstract

In this paper we study some applications of the theory of differential subordination defined on the space of univalent functions which are defined by linear operators. Also, some examples are given.
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## 1. Introduction

Let $\mathcal{H}(\mathbb{U})$ be the class of analytic functions in the open unit disc $\mathrm{U}=\{z \in \mathbb{C}:|z|<1\}$ and let $\mathcal{H}[a, n]$ be the subclass of $\mathcal{H}(\mathbb{U})$ consisting of functions of the form:

$$
f(z)=a+a_{n} z^{n}+a_{n+1} z^{p+1}+\ldots(a \in \mathbb{C} ; z \in U) .
$$

Also, let $\mathcal{A}$ be the subclass of the functions $f \in \mathcal{H}(\mathbb{U})$ of the form:

$$
\begin{equation*}
f(z)=z+\sum_{n=2}^{\infty} a_{n} z^{n} \tag{1.1}
\end{equation*}
$$

[^0]and set $\mathcal{A}_{1}=\mathcal{A}$ the class of univalent functions. Let $\mathcal{K}$ denotes the class of all convex functions in $\mathcal{A}$ which are satisfy the condition
$$
\mathcal{K}=\left\{f \in \mathcal{A}: \operatorname{Re}\left\{1+\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right\}>0(z \in \mathbb{U})\right\} .
$$

For $f, g \in \mathcal{H}(\mathrm{U})$, we say that $f$ is subordinate to $g$, or $g$ is superordinate to $f$, written as $f \prec g$ or $f(z) \prec g(z)$, if there exists a Schwarz function $\omega(z)$, which ( by definition ) is analytic in U with $\omega(0)=0$ and $|\omega(z)|<1 \quad(z \in \mathrm{U})$ such that $f(z)=g(\omega(z)) \quad(z \in \mathrm{U})$. Furthermore, if the function $g$ is univalent in U , then we have the following equivalence:

$$
f(z) \prec g(z) \Longleftrightarrow f(0)=g(0) \text { and } f(\mathbb{U}) \subset g(\mathbb{U})
$$

Let for $m \in \mathbb{Z}=\{\ldots,-2,-1,0,1,2, \ldots\}$ and $\mu>0, \lambda \geq 0, \ell>-1, a, c \in \mathbb{C}$ be such that $\operatorname{Re}(c-a)>0$ and $\operatorname{Re}(a)>-\mu$, we consider the linear operator $\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu): \mathcal{A} \longrightarrow \mathcal{A}$ was introduced by Raina and Sharma [13], where

$$
\begin{equation*}
\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)=z+\frac{\Gamma(c+\mu)}{\Gamma(a+\mu)} \sum_{n=2}^{\infty}\left(1+\frac{\lambda(n-1)}{1+\ell}\right)^{m} \frac{\Gamma(a+n \mu)}{\Gamma(c+n \mu)} a_{n} z^{n} \tag{1.2}
\end{equation*}
$$

It is readily verified from (1.2) that

$$
\begin{equation*}
\mathcal{J}_{\lambda, \ell}^{m}(a+1, c, \mu) f(z)=\frac{a}{a+\mu} \mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)+\frac{\mu}{a+\mu} z\left(\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)\right)^{\prime} \tag{1.3}
\end{equation*}
$$

and
$\mathcal{J}_{\lambda, \ell}^{m+1}(a, c, \mu) f(z)=\left(1-\frac{\lambda}{1+\ell}\right) \mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)+\frac{\lambda}{1+\ell} z\left(\mathcal{J}_{\lambda, \ell}^{m, 1}(a, c, \mu) f(z)\right)^{\prime}$.
We may point out here that some of the special cases of the operator defined by (1.2) can be found in [1], [2], [3], [5], [6], [7], [9], [14], [15].

Suppose that $\psi: \mathbb{C}^{3} \times U \longrightarrow \mathbb{C}$ and let $h$ be univalent in $U$. If $p(z)$ is analytic in $U$ and satisfies the following second-order differential subordination

$$
\begin{equation*}
\psi\left(p(z), z p^{\prime}(z), z^{2} p^{\prime \prime}(z)\right) \prec h(z) \quad(z \in U) \tag{1.5}
\end{equation*}
$$

then $p(z)$ is called a solution of the differential subordination (1.5). The univalent function $q(z)$ is called a dominant of the solution of the differential subordination (1.5) or more simply, a dominant if $p(z) \prec q(z)$ for all $p(z)$ satisfying (1.5). A dominant $\tilde{q}(z)$ that satisfies $\tilde{q}(z) \prec q(z)$ for all dominants $q(z)$ of (1.5) is said to be the best dominant of (1.5).

## 2. The Main Results

To prove main results, we need the following lemmas:
Lemma 1. (Hallenbeck and Ruscheweyh [4]; see also [10, Theorem 3.1.6, p.71]). Let $h$ be a convex function in $U$ with $h(0)=a, 0 \neq \gamma \in \mathbb{C}$ and $\operatorname{Re} \gamma \geq 0$. If $p(z) \in \mathcal{H}[a, n]$ and

$$
p(z)+\frac{1}{\gamma} z p^{\prime}(z) \prec h(z),
$$

then

$$
p(z) \prec q(z) \prec h(z),
$$

where

$$
q(z)=\frac{\gamma}{n z^{\frac{\gamma}{n}}} \int_{0}^{z} h(t) t^{\frac{\gamma}{n}-1} d t
$$

The function $q$ is convex and is the best dominant.
Lemma 2. ([11, Lemma 13.5.1, p.375]). Let $g$ be a convex function in $U$ and let

$$
h(z)=g(z)+n \alpha z g^{\prime}(z) \quad(z \in U)
$$

where $\alpha>0$ and $n$ a positive integer. If

$$
p(z)=g(0)+p_{n} z^{n}+p_{n+1} z^{n+1}+\ldots(z \in U),
$$

is holomorphic in $U$, and

$$
p(z)+\alpha z p^{\prime}(z) \prec h(z) \quad(z \in U)
$$

then

$$
p(z) \prec g(z)
$$

and this result is sharp.
Lemma 3. ([10, p.7], see also [12]). For real or complex numbers $a, b$ and $c$ $(c \neq 0,-1,-2, \ldots)$, we have

$$
\begin{equation*}
\int_{0}^{1} t^{b-1}(1-t)^{c-b-1}(1-t z)^{-a} d t=\frac{\Gamma(b) \Gamma(c-b)}{\Gamma(c)}{ }_{2} F_{1}(a, b ; c ; z) ; \tag{i}
\end{equation*}
$$

(ii)

$$
{ }_{2} F_{1}(a, b ; c ; z)=(1-z)^{-a}{ }_{2} F_{1}\left(a, c-b ; c ; \frac{z}{z-1}\right) ;
$$

(iii)

$$
{ }_{2} F_{1}\left(1,1 ; 3 ; \frac{z}{z-1}\right)=\frac{2(z-1)}{z}\left[1+\frac{\ln (1-z)}{z}\right] .
$$

Unless otherwise mentioned we assume throughout the paper that $m \in \mathbb{Z}, \ell>$ $-1, \lambda \geq 0, \mu>0, a, c \in \mathbb{C}$ be such that $\operatorname{Re}(c-a)>0$ and $\operatorname{Re}(a)>-\mu$.

Theorem 1. Let

$$
\begin{equation*}
h(z)=\left(\frac{1+A z}{1+B z}\right)^{r} \quad(|A| \leq 1,|B|<1,0<r \leq 1) \tag{2.1}
\end{equation*}
$$

If $f \in \mathcal{A}$ satisfies the differential subordination:

$$
\begin{equation*}
\left(\mathcal{J}_{\lambda, \ell}^{m+1}(a, c, \mu) f(z)\right)^{\prime} \prec h(z) \quad(z \in U), \tag{2.2}
\end{equation*}
$$

then

$$
\begin{equation*}
\left(\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)\right)^{\prime} \prec q(z), \tag{2.3}
\end{equation*}
$$

where
$q(z)= \begin{cases}\left(\frac{A}{B}\right)^{r} \sum_{i \geq 0} \frac{(-r) i}{i!}\left(\frac{A-B}{A}\right)^{i}(1+B z)^{-i} 2 F_{1}\left(i, 1,1+\frac{1+\ell}{\lambda} ; \frac{B z}{1+B z}\right) & (B \neq 0), \\ 2 F_{1}\left(-r, \frac{1+\ell}{\lambda}, 1+\frac{1+\ell}{\lambda} ;-A z\right) & (B=0)\end{cases}$
and the function $q(z)$ is convex and is the best dominant.
Proof. We first observe ([16, p.16]; see also [12, p.132]) that the function defined by (2.1) is analytic and convex univalent in $U$, since

$$
\begin{aligned}
\operatorname{Re}\left(1+\frac{z h^{\prime \prime}(z)}{h^{\prime}(z)}\right) & =-1+(1-r) \operatorname{Re}\left(\frac{1}{1+A z}\right)+(1+r) \operatorname{Re}\left(\frac{1}{1+B z}\right) \\
& >-1+\frac{1-r}{1+|A|}+\frac{1+r}{1+|B|} \geq 0 \quad(z \in U)
\end{aligned}
$$

Differentiating the recurrence relation (1.5) with respect to $z$, we get

$$
\begin{equation*}
\left(\mathcal{J}_{\lambda, \ell}^{m+1}(a, c, \mu) f(z)\right)^{\prime}=\left(\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)\right)^{\prime}+\frac{\lambda z}{1+\ell}\left(\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)\right)^{\prime \prime} \tag{2.5}
\end{equation*}
$$

By using (2.5) in view of (2.2), we have

$$
\begin{equation*}
\left(\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)\right)^{\prime}+\frac{\lambda z}{1+\ell}\left(\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)\right)^{\prime \prime} \prec h(z)=\left(\frac{1+A z}{1+B z}\right)^{r} \quad(z \in U) \tag{2.6}
\end{equation*}
$$

Let

$$
\begin{equation*}
p(z)=\left(\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)\right)^{\prime} \tag{2.7}
\end{equation*}
$$

then (2.6) and (2.7) yield the differential subordination

$$
p(z)+\frac{\lambda z p^{\prime}(z)}{1+\ell} \prec h(z)=\left(\frac{1+A z}{1+B z}\right)^{r} \quad(z \in U) .
$$

Applying now Lemma 1, we conclude that
$p(z) \prec q(z)=\frac{1}{\left(\frac{\lambda}{1+\ell}\right) z^{\frac{1+\ell}{\lambda}}} \int_{0}^{z} h(t) t^{\frac{1+\ell}{\lambda}-1} d t=\frac{1}{\left(\frac{\lambda}{1+\ell}\right) z^{\frac{1+\ell}{\lambda}}} \int_{0}^{z}\left(\frac{1+A t}{1+B t}\right)^{r} t^{\frac{1+\ell}{\lambda}-1} d t$.
To evaluate the above integral, we first express the integrand in the form

$$
t^{\frac{1+\ell}{\lambda}-1}\left(\frac{1+A t}{1+B t}\right)^{r}=\left(\frac{A}{B}\right)^{r} t^{\frac{1+\ell}{\lambda}-1}\left(1-\frac{A-B}{A(1+B t)}\right)^{r}
$$

using Lemma 3 and some calculations, we have
$q(z)=\left(\frac{A}{B}\right)^{r} \sum_{i \geq 0} \frac{(-r) i}{i!}\left(\frac{A-B}{A}\right)^{i}(1+B z)^{-i} 2 F_{1}\left(i, 1,1+\frac{1+\ell}{\lambda} ; \frac{B z}{1+B z}\right)(B \neq 0)$
On the other hand, if $B=0$, we have

$$
q(z)=\frac{1}{\left(\frac{\lambda}{1+\ell}\right) z^{\frac{1+\ell}{\lambda}}} \int_{0}^{z}(1+A t)^{r} t^{\frac{1+\ell}{\lambda}-1} d t
$$

which upon integrating similarly as above, we have

$$
\begin{equation*}
q(z)=2 F_{1}\left(-r, \frac{1+\ell}{\lambda}, 1+\frac{1+\ell}{\lambda} ;-A z\right) . \tag{2.8}
\end{equation*}
$$

In view of Lemma 1 (for $\gamma=\frac{1+\ell}{\lambda}, n=1$ ), we assert that

$$
\left(\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)\right)^{\prime} \prec q(z) \prec h(z),
$$

where $q(z)$ is given by (2.4) is convex and the best dominant, which completes the proof of Theorem 1.

Remark. Putting $r=1, A=2 \alpha-1 \quad(0 \leq \alpha<1)$ and $B=0$ in (2.8), we get

$$
2 F_{1}\left(-1, \frac{1+\ell}{\lambda}, 1+\frac{1+\ell}{\lambda} ;(1-2 \alpha) z\right)=1+\frac{(2 \alpha-1)(1+\ell)}{1+\ell+\lambda} z,
$$

therefore, $q(z)$ given by (2.4) becomes

$$
q(z)=\left\{\begin{array}{lc}
2 \alpha-1-2(\alpha-1)(1+z)^{-1} 2 F_{1}\left(1,1,1+\frac{1+\ell}{\lambda}, \frac{z}{1+z}\right) & \text { for } B=1 \\
1+\frac{(2 \alpha-1)(1+\ell)}{1+\ell+\lambda} z & \text { for } B=0
\end{array}\right.
$$

Example 1. If $m=0, r=1, \lambda>0, a, c \in \mathbb{C}, \operatorname{Re}(c-a)>0, \operatorname{Re}(a)>-\mu, A=1$ and $B=0$, then from Theorem 1 , we deduce the following assertion:

$$
\left[\left(1-\frac{\lambda}{\ell+1}\right) \mathcal{I}_{\mu}^{a, c} f(z)+\frac{\lambda}{\ell+1} z\left(\mathcal{I}_{\mu}^{a, c} f(z)\right)^{\prime}\right]^{\prime} \prec 1+z \quad(f(z) \in \mathcal{A}, z \in U)
$$

then

$$
\left[\mathcal{I}_{\mu}^{a, c} f(z)\right]^{\prime} \prec 1+\frac{1+\ell}{1+\ell+\lambda} z \quad(z \in U)
$$

where $\mathcal{I}_{\mu}^{a, c}$ is the Erdelyi-Kober type integral operator [8].
Theorem 2. Let $q$ be a convex function in $U$ with $q(0)=1$ and let

$$
h(z)=q(z)+\frac{\lambda}{\ell+1} z q^{\prime}(z) \quad(z \in U) .
$$

If $f \in \mathcal{A}$ satisfies the differential subordination:

$$
\begin{equation*}
\left(\mathcal{J}_{\lambda, \ell}^{m+1}(a, c, \mu) f(z)\right)^{\prime} \prec h(z) \tag{2.9}
\end{equation*}
$$

then

$$
\begin{equation*}
\left(\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)\right)^{\prime} \prec q(z) \quad(z \in U) . \tag{2.10}
\end{equation*}
$$

Proof. Making use of (2.7) in (2.5), then the differential subordination (2.9) becomes

$$
p(z)+\frac{\lambda}{1+\ell} z p^{\prime}(z) \prec h(z)=q(z)+\frac{\lambda}{1+\ell} z q^{\prime}(z) .
$$

Applying Lemma 2, we have $p(z) \prec q(z)$, which implies that

$$
\left(\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)\right)^{\prime} \prec q(z) .
$$

The proof of Theorem 2 is completed.
Example 2. If $m=0, \lambda>0, \ell \geq 0, a, c \in \mathbb{C}, \operatorname{Re}(c-a)>0, \operatorname{Re}(a)>-\mu$ and $q(z)=\frac{1-z}{1+z}$ in Theorem 2, we obtain the following result:
$\left[\left(1-\frac{\lambda}{\ell+1}\right) \mathcal{I}_{\mu}^{a, c} f(z)+\frac{\lambda}{\ell+1} z\left(\mathcal{I}_{\mu}^{a, c} f(z)\right)^{\prime}\right]^{\prime} \prec \frac{1-\frac{2 \lambda}{\ell+1} z-z^{2}}{(1+z)^{2}} \quad(f(z) \in \mathcal{A}, z \in U)$,
then

$$
\left[\mathcal{I}_{\mu}^{a, c} f(z)\right]^{\prime} \prec \frac{1-z}{1+z} \quad(z \in U)
$$

Theorem 3. Let $q$ be a convex function in $U$ with $q(0)=1$ and let

$$
h(z)=q(z)+z q^{\prime}(z) \quad(z \in U)
$$

If $f \in \mathcal{A}$ satisfies the differential subordination:

$$
\begin{equation*}
\left(\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)\right)^{\prime} \prec h(z), \tag{2.11}
\end{equation*}
$$

then

$$
\begin{equation*}
\frac{\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)}{z} \prec q(z) \quad(z \in U) . \tag{2.12}
\end{equation*}
$$

Proof. Let

$$
\begin{equation*}
\frac{\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)}{z}=\theta(z) \tag{2.13}
\end{equation*}
$$

Differentiating with respect to $z$, we have

$$
\begin{equation*}
\left[\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)\right]^{\prime}=\theta(z)+z \theta^{\prime}(z) \tag{2.14}
\end{equation*}
$$

By using (2.11), we obtain the differential subordination relation

$$
\theta(z)+z \theta^{\prime}(z) \prec h(z)=q(z)+z q^{\prime}(z) .
$$

Using Lemma 2, we deduce that $\theta(z) \prec q(z)$, which implies that

$$
\frac{\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)}{z} \prec q(z) .
$$

The proof of Theorem 3 is completed.
Example 3. If $m=0, a=c \in \mathbb{C}$, and $q(z)=\frac{1-z}{1+z}$ in Theorem 3, we obtain the following result:

$$
[f(z)]^{\prime} \prec \frac{1-2 z-z^{2}}{(1+z)^{2}}(f(z) \in \mathcal{A}, z \in U),
$$

then

$$
\frac{f(z)}{z} \prec \frac{1-z}{1+z} \quad(z \in U) .
$$

Theorem 4. Let $h(z)$ is given by (2.1). If $f \in \mathcal{A}$ satisfies the differential subordination:

$$
\begin{equation*}
\left(\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)\right)^{\prime} \prec h(z) \quad(z \in U), \tag{2.15}
\end{equation*}
$$

then

$$
\frac{\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)}{z} \prec \phi(z),
$$

where

$$
\phi(z)= \begin{cases}\left(\frac{A}{B}\right)^{r} \sum_{i \geq 0}^{\infty} \frac{(-r) i}{i!}\left(\frac{A-B}{A}\right)^{i}(1+B z)^{-i} 2 F_{1}\left(i, 1,2, \frac{B z}{1+B z}\right) & (B \neq 0),  \tag{2.16}\\ 2 F_{1}(-r, 1,2,-A z) & (B=0),\end{cases}
$$

and the function $\phi(z)$ is the best dominant.
Proof. Using (2.14), the differential subordination (2.15) becomes

$$
\theta(z)+z \theta^{\prime}(z) \prec h(z)=\left(\frac{1+A z}{1+B z}\right)^{r}
$$

and applying Lemma 1, we have

$$
\theta(z) \prec \phi(z)=\frac{1}{z} \int_{0}^{z}\left(\frac{1+A t}{1+B t}\right)^{r} d t
$$

which upon integration gives (2.16), and hence it follows that

$$
\frac{\left(\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)\right)}{z} \prec \phi(z) .
$$

The proof of Theorem 4 is completed.
Theorem 5. Let $h$ be a convex function in $U$ with $h(0)=1$. If $f \in \mathcal{A}$ satisfies the differential subordination:

$$
\begin{equation*}
\left(\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)\right)^{\prime} \prec h(z), \tag{2.17}
\end{equation*}
$$

then

$$
\frac{\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)}{z} \prec \varphi(z)=\frac{1}{z} \int_{0}^{z} h(t) d t,
$$

and $\varphi$ is convex and is the best dominant.
Proof. Using (2.14) in (2.17), we have

$$
p(z)+z p^{\prime}(z) \prec h(z) .
$$

From Lemma 1, we obtain

$$
p(z) \prec \varphi(z)=\frac{1}{z} \int_{0}^{z} h(t) d t,
$$

and using (2.13), we conclude the result:

$$
\frac{\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)}{z} \prec \varphi(z)=\frac{1}{z} \int_{0}^{z} h(t) d t .
$$

This completes the proof of Theorem 5.
Example 4. If $m=\ell=0, a=c \in \mathbb{C}$ and $h(z)=\frac{1-z}{1+z}$ in Theorem 5, we obtain the following result:

$$
[f(z)]^{\prime} \prec \frac{1-z}{1+z} \quad(f(z) \in \mathcal{A}, z \in U),
$$

then

$$
\frac{f(z)}{z} \prec \frac{2 \log (1+z)-z}{z} \quad(z \in U) .
$$

Theorem 6. Let $h(z)$ is given by (2.1). If $f \in \mathcal{A}$ satisfies the differential subordination:

$$
\begin{equation*}
\left(\mathcal{J}_{\lambda, \ell}^{m}(a+1, c, \mu) f(z)\right)^{\prime} \prec h(z) \quad(z \in U), \tag{2.18}
\end{equation*}
$$

then

$$
\begin{equation*}
\left(\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)\right)^{\prime} \prec q(z), \tag{2.19}
\end{equation*}
$$

where
$q(z)= \begin{cases}\left(\frac{A}{B}\right)^{r} \sum_{i \geq 0} \frac{(-r) i}{i!}\left(\frac{A-B}{A}\right)^{i}(1+B z)^{-i} 2 F_{1}\left(i, 1,1+\frac{a+\mu}{\mu} ; \frac{B z}{1+B z}\right) & (B \neq 0), \\ 2 F_{1}\left(-r, \frac{a+\mu}{\mu}, 1+\frac{a+\mu}{\mu} ;-A z\right) & (B=0),\end{cases}$
and the function $q(z)$ is convex and is the best dominant.
Proof. Differentiating the recurrence relation (1.4) with respect to $z$, we get

$$
\begin{equation*}
\left(\mathcal{J}_{\lambda, \ell}^{m}(a+1, c, \mu) f(z)\right)^{\prime}=\left(\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)\right)^{\prime}+\frac{\mu z}{a+\mu}\left(\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)\right)^{\prime \prime} \tag{2.21}
\end{equation*}
$$

By using (2.21) in view of (2.18), we have
$\left(\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)\right)^{\prime}+\frac{\mu z}{a+\mu}\left(\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)\right)^{\prime \prime} \prec h(z)=\left(\frac{1+A z}{1+B z}\right)^{r} \quad(z \in U)$
Let

$$
\begin{equation*}
p(z)=\left(\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)\right)^{\prime} \tag{2.22}
\end{equation*}
$$

then (2.22) and (2.23) yield the differential subordination

$$
p(z)+\frac{\mu}{a+\mu} z p^{\prime}(z) \prec h(z)=\left(\frac{1+A z}{1+B z}\right)^{r} \quad(z \in U) .
$$

Now, applying Lemma 1, we conclude that
$p(z) \prec q(z)=\frac{1}{\left(\frac{\mu}{a+\mu}\right) z^{\frac{a+\mu}{\mu}}} \int_{0}^{z} h(t) t^{\frac{a+\mu}{\mu}-1} d t=\frac{1}{\left(\frac{\mu}{a+\mu}\right) z^{\frac{a+\mu}{\mu}}} \int_{0}^{z}\left(\frac{1+A t}{1+B t}\right)^{r} t^{\frac{a+\mu}{\mu}-1} d t$,
where

$$
t^{\frac{a+\mu}{\mu}-1}\left(\frac{1+A t}{1+B t}\right)^{r}=\left(\frac{A}{B}\right)^{r} t^{\frac{a+\mu}{\mu}-1}\left(1-\frac{A-B}{A(1+B t)}\right)^{r}
$$

using Lemma 3 and some calculations, we have
$q(z)=\left(\frac{A}{B}\right)^{r} \sum_{i \geq 0} \frac{(-r) i}{i!}\left(\frac{A-B}{A}\right)^{i}(1+B z)^{-i} 2 F_{1}\left(i, 1,1+\frac{a+\mu}{\mu} ; \frac{B z}{1+B z}\right)(B \neq 0)$

On the other hand, if $B=0$, we have

$$
q(z)=\frac{1}{\left(\frac{\mu}{a+\mu}\right) z^{\frac{a+\mu}{\mu}}} \int_{0}^{z}(1+A t)^{r} t^{\frac{a+\mu}{\mu}-1} d t
$$

which upon integrating similarly as above, we have

$$
\begin{equation*}
q(z)=2 F_{1}\left(-r, \frac{a+\mu}{\mu}, 1+\frac{a+\mu}{\mu} ;-A z\right) . \tag{2.24}
\end{equation*}
$$

In view of Lemma 1 (for $\gamma=\frac{a+\mu}{\mu}, n=1$ ), we assert that

$$
\left(\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)\right)^{\prime} \prec q(z) \prec h(z),
$$

where $q(z)$ is given by $(2.20)$ is convex and the best dominant, which completes the proof of Theorem 6 .

Example 5. If $m \in \mathbb{Z}, \ell>-1, \lambda \geq 0, r=1, a=c=1, \mu>-1, A=1$ and $B=0$, then from Theorem 6 , we deduce the following assertion:

$$
\left[\left(1-\frac{\mu}{1+\mu}\right) \mathcal{J}_{\lambda, \ell}^{m} f(z)+\frac{\mu}{1+\mu} z\left(\mathcal{J}_{\lambda, \ell}^{m} f(z)\right)^{\prime}\right]^{\prime} \prec 1+z \quad(f(z) \in \mathcal{A}, z \in U)
$$

then

$$
\left[\mathcal{J}_{\lambda, \ell}^{m} f(z)\right]^{\prime} \prec 1+\frac{1+\mu}{1+2 \mu} z \quad(z \in U) .
$$

Theorem 7. Let $q$ be a convex function in $U$ with $q(0)=1$ and let

$$
h(z)=q(z)+\frac{\mu}{a+\mu} z q^{\prime}(z) \quad(z \in U) .
$$

If $f \in \mathcal{A}$ satisfies the differential subordination:

$$
\begin{equation*}
\left(\mathcal{J}_{\lambda, \ell}^{m}(a+1, c, \mu) f(z)\right)^{\prime} \prec h(z), \tag{2.25}
\end{equation*}
$$

then

$$
\begin{equation*}
\left(\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)\right)^{\prime} \prec q(z) \quad(z \in U) . \tag{2.26}
\end{equation*}
$$

Proof. Making use of (2.23) in (2.21), then the differential subordination (2.25) becomes

$$
p(z)+\frac{\mu}{a+\mu} z p^{\prime}(z) \prec h(z)=q(z)+\frac{\mu}{a+\mu} z q^{\prime}(z) .
$$

Applying Lemma 2, we have $p(z) \prec q(z)$, which implies that

$$
\left(\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)\right)^{\prime} \prec q(z) .
$$

The proof is completed of Theorem 7.
Example 6. If $m \in \mathbb{Z}, \ell>-1, \lambda \geq 0, a=c=1, \mu>-1$ and $q(z)=\frac{1-z}{1+z}$, then from Theorem 7, we obtain the following result:

$$
\left[\left(1-\frac{\mu}{1+\mu}\right) \mathcal{J}_{\lambda, \ell}^{m} f(z)+\frac{\mu}{1+\mu} z\left(\mathcal{J}_{\lambda, \ell}^{m} f(z)\right)^{\prime}\right]^{\prime} \prec \frac{1-\frac{2 \mu}{1+\mu} z-z^{2}}{(1+z)^{2}} \quad(f(z) \in \mathcal{A}, z \in U)
$$

then

$$
\left[\mathcal{J}_{\lambda, \ell}^{m} f(z)\right]^{\prime} \prec \frac{1-z}{1+z} \quad(z \in U)
$$

Theorem 8. Let $q$ be a convex function in $U$ with $q(0)=1$ and let

$$
h(z)=q(z)+z q^{\prime}(z) \quad(z \in U) .
$$

If $f \in \mathcal{A}$ satisfies the differential subordination:

$$
\begin{equation*}
\left(\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)\right)^{\prime} \prec h(z), \tag{2.27}
\end{equation*}
$$

then

$$
\begin{equation*}
\frac{\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)}{z} \prec q(z) \quad(z \in U) . \tag{2.28}
\end{equation*}
$$

Proof. Let

$$
\begin{equation*}
\frac{\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)}{z}=\theta(z) . \tag{2.29}
\end{equation*}
$$

Differentiating with respect to $z$, we have

$$
\begin{equation*}
\left[\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)\right]^{\prime}=\theta(z)+z \theta^{\prime}(z) \tag{2.30}
\end{equation*}
$$

By using (2.27), we obtain the differential subordination relation

$$
\theta(z)+z \theta^{\prime}(z) \prec h(z)=q(z)+z q^{\prime}(z) .
$$

Using Lemma 2, we deduce that $\theta(z) \prec q(z)$, which implies that

$$
\frac{\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)}{z}=q(z) .
$$

The proof of Theorem 8 is completed.
Example 7. If $m \in \mathbb{Z}, \ell>-1, \lambda \geq 0, a=c=1$, and $q(z)=\frac{1-z}{1+z}$, then from Theorem 8, we obtain the following result:

$$
\left[\left(\mathcal{J}_{\lambda, \ell}^{m} f(z)\right)\right]^{\prime} \prec \frac{1-2 z-z^{2}}{(1+z)^{2}} \quad(f(z) \in \mathcal{A}, z \in U)
$$

then

$$
\frac{\mathcal{J}_{\lambda, \ell}^{m} f(z)}{z} \prec \frac{1-z}{1+z} \quad(z \in U) .
$$

Theorem 9. Let $h(z)$ is given by (2.1). If $f \in \mathcal{A}$ satisfies the differential subordination:

$$
\begin{equation*}
\left(\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)\right)^{\prime} \prec h(z) \quad(z \in U), \tag{2.31}
\end{equation*}
$$

then

$$
\frac{\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)}{z} \prec \phi(z),
$$

where

$$
q(z)=\left\{\begin{array}{cc}
\left(\frac{A}{B}\right)^{r} \sum_{i \geq 0}^{\infty} \frac{(-r) i}{i!}\left(\frac{A-B}{A}\right)^{i}(1+B z)^{-i} 2 F_{1}\left(i, 1,2, \frac{B z}{1+B z}\right) & (B \neq 0)  \tag{2.32}\\
2 F_{1}(-r, 1,2,-A z) & (B=0)
\end{array}\right.
$$

and the function $\phi(z)$ is the best dominant.
Proof. Using (2.30), the differential subordination (2.31) becomes

$$
\theta(z)+z \theta^{\prime}(z) \prec h(z)=\left(\frac{1+A z}{1+B z}\right)^{r}
$$

and applying Lemma 1, we have

$$
\theta(z) \prec \phi(z)=\frac{1}{z} \int_{0}^{z}\left(\frac{1+A t}{1+B t}\right)^{r} d t
$$

which upon integration gives (2.32), and hence it follows that

$$
\frac{\left(\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)\right)^{\prime}}{z} \prec \phi(z) .
$$

The proof of Theorem 9 is completed.
Theorem 10. Let $h$ be a convex function in $U$ with $h(0)=1$, If $f \in \mathcal{A}$ satisfies the differential subordination:

$$
\begin{equation*}
\left(\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)\right)^{\prime} \prec h(z), \tag{2.33}
\end{equation*}
$$

then

$$
\frac{\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)}{z} \prec \varphi(z)=\frac{1}{z} \int_{0}^{z} h(t) d t
$$

and $\varphi$ is convex and is the best dominant.
Proof. Using (2.30) in (2.33), we have

$$
p(z)+z p^{\prime}(z) \prec h(z) .
$$

From Lemma 1, we obtain

$$
p(z) \prec \varphi(z)=\frac{1}{z} \int_{0}^{z} h(t) d t
$$

and using (2.29), we conclude the result:

$$
\frac{\mathcal{J}_{\lambda, \ell}^{m}(a, c, \mu) f(z)}{z} \prec \varphi(z)=\frac{1}{z} \int_{0}^{z} h(t) d t .
$$

This completes the proof of Theorem 10.
Example 8. If $m \in \mathbb{Z}, \ell>-1, \lambda \geq 0, a=c=1$, and $h(z)=\frac{1-z}{1+z}$, then Theorem 10, yields the following result:

$$
\left[\left(\mathcal{J}_{\lambda, \ell}^{m} f(z)\right)\right]^{\prime} \prec \frac{1-z}{1+z}(f(z) \in \mathcal{A}, z \in U)
$$

then

$$
\frac{\mathcal{J}_{\lambda, \ell}^{m} f(z)}{z} \prec \frac{2 \log (1+z)-z}{z} \quad(z \in U) .
$$
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