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Abstract 

A new classes of three-step Newton’s methods based on power means 

Newton’s method has been developed, where two existing numerical 

methods can be regarded as particular cases of the present method.  It is 

shown that the order of convergence of the proposed methods is six.  

Also, the efficiency index of the present methods is 1.565, which is 

better than Newton’s method 1.414.  It is observed that our method 

takes less number of iterations than Newton’s method.   Few sixth order 

methods are compared with the present method where the numbers of 
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iterations for those methods are either same or more than the present 

methods. Some examples are given to illustrate the performance of the 

present methods. 

 

Keywords and Phrases: Non-linear equation, Iterative Methods, Newton’s 

Method, order of convergence, power mean, Efficiency index. 

 

1. Introduction 

Consider the problem of finding a simple root of a single non-linear equation of 

the form: 

 ( ) 0,f x                (1) 

where :f I R R  for an open interval I is a scalar function.  Solution of 

equation (1) has been given much attention because of its importance in many 

branches of engineering and science. One of familiar method to solve (1) is the 

following second order Newton’s method:  

(

(

)

)

n
n n

n

f x
y x

f x
  , where n = 0, 1, 2…           (2) 

In recent years, cubic convergence was established for solving (1) by different 

methods [1, 4, 5, 9, 10].  Among these, Xiaojian [10] considered a class of 

Newton’s methods based on power means by using the trapezoidal formula and 

this method was extended to Simpson’s formula by Jayakumar et al [5].  Recently, 

a number of sixth order methods have been developed for solving (1).  In [2], 

Chun et al presented a three-step efficient sixth order method. Cordero et al [3] 

presented a three-step iterative methods using harmonic mean Newton’s method 

with sixth order convergence.  Parhi et al [7] gave a three-step sixth order method 

using arithmetic mean Newton’s method. Sharma et al [8] developed one 

parameter family of sixth order methods based on Ostrowski’s fourth order 

multipoint method.  
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In this paper, we have presented new classes of three-step sixth order 

modified Newton’s methods using power mean Newton’s method [10]. The 

present methods require per iteration, two function and two first derivative 

evaluations.  Hence, the efficiency index of the present methods is 1.565, which is 

better than Newton’s method (1.414).  In Section 2, we have presented the new 

methods. Section 3 deals with the analysis of convergence for the methods. 

Finally, Section 4 and 5 gives numerical results and conclusions respectively.  

 

2. Description of the new methods 

A third order method called power means Newton’s method [10] to solve (1) is 

given by 
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Let us consider as given below: 
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This method (4) requires two function and three first derivative evaluations 

per iteration and have sixth order convergence.  Efficiency index of this method (4) 

is E
*
 = 1.431 which is better than Newton’s method (E

*
 = 1.414), but less than 

(E
*
= 1.442) the power mean Newton’s method (3).  To improve the efficiency, we 

approximate '( )nf z by a combination of already computed function values.  We 

use an approximation by linear interpolation of '( )nf z  that does not introduce any 
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new function evaluation.  By using linear interpolation on two points  , '( )n nx f x  

and  , '( )n ny f y , we get '( ) '(y ) '( )n n
n n

n n n n

x x x y
f x f f x

y x x y

 
 

 
. Thus, linear 

interpolation for '( )nf z  is given by 

'(z ) '(y ) '( )n n n n
n n n

n n n n

z x z y
f f f x

y x x y

 
 

 
. 

Simplifying the above equation using (3) using linear interpolation of '( )nf z  , we 

obtain 

'( ) '( )
'(z ) '( ) 1 ( )
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n n
n n n n
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f x f y
f f x z x

f x

  
    

  
          (5) 

Replacing the power mean Newton’s method (3) for nz  in the right hand side of 

equation (5), we get 
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Using (6) in the third step of (4), we get the sixth-order Modified Newton’s 

Method: 
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, n =0, 1, 2 …     (7) 

Where ny  is the Newton method and p ϵ R. Clearly, the present method requires 

only two evaluation function and two of its first derivatives and it also free from 
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second derivative. The efficiency index for (7) is E
*
 = 1.565 and the new classes 

of modified Newton’s method does not reach optimal but it has good efficiency.   

 

3. Analysis of Convergence 

Theorem 4.1  Let I  be a simple zero of a sufficiently differentiable function 

:f I R R  for an open interval I.  If 0x
 
is sufficiently close to    then the 

method (7) converge to  with sixth order. 

Proof  Let   be a simple zero of the function ( ) 0.f x   (That is, ( ) 0f    

and ( ) 0f   ). 

By expanding ( )nf x  and )nf x  by Taylor series about , we obtain 

4 5

4

2 3

2 3( ( ) )[) ]( ,n n n n n nf x f e c e c e c e eO      (8) 

2 3
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, k = 2, 3, 4 … and from equation (2) we get 

2 2 3 4

2 2 3) ( ).2(n n n ny c e c c e O e      (10) 

Expanding )(ynf  by Tailor’s series about  and using (10), we get 

    

(11) 

Further, from equations (9) and (11) and upon simplification, we have 

1
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and  

2 2 3 3
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4(y  ( )[1 2c e 4) )( )e +O(e ].n nf f c c c     
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From equation (3), we have, 

2 2 3

2 2 3

4) )
1

( (
2

.n n nz c c c e ep O                                        (14) 

Also, using equation (13) and (14) in the proposed method (7), we have the 

following 
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Simplifying the above equation (15), we obtain 

2 5 2 3 6 751
1 2 2 3 2 34 4

( (1 2 ) (1 ) ) ( ).n n ne p p c c c p c c e o e                                  (16) 

where p ϵ R, and hence we obtain sixth order convergence for the method (7).  

 

4. Numerical Examples 

In this section, we give numerical results on some test functions to compare the 

efficiency of proposed methods, with Newton’s method (NM), and some existing 

sixth order methods. Numerical computations have been carried out in the 

MATLAB software rounding to 200 significant digits.  Depending on the 

precision of the computer, we use the stopping criteria for the iterative process 

 ( ) ,nf x   where 10010  . 

Table 1 Nonlinear equations 

Test functions Root 

1( ) ( 2) 1xf x x e           =     0.4428544010023885831... 

2

2 ( ) sin log( 1) 2xf x e x x                = 2.4477482864524245021… 
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3 2

3 ( ) 4 10f x x x      = 1.3652300134140968457… 

2 3

4 ( ) (2 )f x x x      = 1 

2 2 3

5 ( ) cos( 1) 1x xf x e x x          =     1 

6 ( ) 20xf x e x      = 2.8424389537844470678… 

2

7 ( ) sin( 1) ( 1)f x x x       = 1 

2 1
8 5 4
( ) sin( )xf x x                   = 0.4099920179891371316… 

 

Table 2 Comparison of different methods with same total number of 

evaluation (TNE = 12) 

Functions Guess NM Chun [2] Sharma [8] P = 1   =     1 P = 0 P =     1/2 
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0.1e-046 

0.7e-038 
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0.2e-047 
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0.3e-178 
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Divergent 

Divergent 

 

0.1e-136 

0.8e-110 

0.7e-092 
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Divergent 

0.5e-168 

 

Divergent 

0.5e-187 

 

0.1e-168 

Divergent 

0.1e-197 

 

Divergent 

Divergent 

Divergent 

 

0.1e-142 

0.1e-114 

0.1e-095 

 

Divergent 

0.1e-174 

0.1e-158 

 

Divergent 

0.5e-186 
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The absolute value of the given test functions after six iterations for NM and for 

methods Chun [2] and Sharma [8], proposed methods P = 1,   1, 0,    1/2 after three 

iterations are listed in Table 2. That is same Total Number of Evaluations (TNE = 

12). In Table 3, shows that the classes of modified Newton’s method have better 

efficiency index. 

 

Table 3 Comparisons of efficiency index 

Methods Efficiency index (E*) f  'f  ''f  
Total 

Functions 

Order of 

methods 

NM (2) 1.414 1 1 0 2 2 

Equ.(3) 1.442 1 2 0 3 3 

Equ.(4) 1.431 2 3 0 5 6 

Equ.(57) in [6] 1.316 1 3 0 4 3 

Equ.(56) in [6] 1.414 1 3 0 4 4 

Equ.(16) in [6] 1.442 1 1 1 3 3 

Equ.(7) 1.565 2 2 0 4 6 
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2.6 
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0.8 

1.2 
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0.2 
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0.9e-066 

 

0.2e-041 

0.9e-059 

0.3e-072 

 

0.3e-037 

0.2e-050 

0.5e-036 

 

0.2e-037 

0.3e-051 

0.1e-035 

0.2e-136 

 

0.3e-117 

0.6e-177 

Divergent 

 

0.7e-081 

0.2e-142 

0.2e-098 

 

0.3e-084 

0.2e-147 

0.3e-099 

 

0.1e-131 

 

0.2e-141 

0.4e-200 

Divergent 

 

0.2e-090 

0.5e-145 

0.3e-099 

 

0.9e-095 

0.2e-151 

0.2e-101 

 

0.6e-126 

 

0.7e-139 

0.6e-198 
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0.5e-117 
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0.2e-120 

 

0.1e-127 
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0 

0 

 

0.2e-200 

0 

0.1e-162 

 

0 

0 

0.6e-200 

 

0.9e-127 

 

0.1e-140 

0.8e-199 
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0.1e-152 

0.1e-183 

0.4e-132 

 

0.9e-161 

0.1e-194 

0.3e-138 

 

0.3e-127 

 

0.7e-146 

0.4e-203 

0 

 

0.1e-205 

0.3e-199 

0.1e-144 

 

0 

0 

0.7e-153 
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5.  Conclusions 

Based on power mean Newton’s method, we have presented a class of modified 

Newton’s method MNM in this paper.  This new methods have sixth order 

convergence and have efficiency index E
*
 = 1.565. As per efficiency is concerned, 

the method MNM performs equally well with few existing sixth order methods [2, 

8] but better than Newton’s method, power means Newton’s method [10] and eqs. 

(57), (56), (16) in [6]. Also, by combining power means Newton method with the 

well-known Newton’s method in a three step iteration process, we can get few 

existing sixth order methods as special cases of the present method and such 

method is p = 1 and -1 in [7, 3]. Hence, the present methods can be considered as 

a class of sixth order Newton’s methods. 
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