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Abstract

This paper presents an efficient algorithm to compute a minimum
cardinality Steiner set and Steiner tree on trapezoid graphs. The algo-
rithm takes O(m + n

√
log C) time for a trapezoid graph with n vertices

and m edges, where cost of each arc is a non-negative integer number
bounded by C.

Keywords and Phrases: Design and analysis of algorithms, Spanning tree,
Steiner set, Steiner tree, Trapezoid graph.

1. Introduction

A trapezoid Ti is defined by fore corner points [ai, bi, ci, di], where ai < bi and
ci < di with ai, bi lying on the top channel and ci, di lying on the bottom
channel of the trapezoid diagram (see Figure 1(b)). An undirected graph
G = (V, E) is called a trapezoid graph if it can be represented by a trapezoid
diagram such that each vertex vi in V corresponds to a trapezoid Ti and
(vi, vj) ∈ E if and only if the trapezoids Ti and Tj corresponding to the vertices
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vi and vj intersect in the trapezoid diagram. Figure 1(a) and Figure 1(b)
represent a trapezoid graph and corresponding trapezoid diagram. The class
of trapezoid graphs includes two well known classes of intersection graphs: the
permutation

graphs and the interval graphs [9]. The permutation graphs are obtained
in the case where ai = bi and ci = di for all i, and the interval graphs are
obtained in the case where ai = ci and bi = di for all i. In addition to this
we assume that these n trapezoids are in increasing order of their right corner
points on the top channel i.e., for two trapezoids Ti and Tj, bi is on the left of
bj iff i < j. The trapezoid graphs were first studied in [4, 5]. Trapezoid graphs
can be recognized in O(n2) time [13]. These graphs are superclass of inter-
val graphs and permutation graphs and subclass of cocomparability graphs
[12]. There are so many works on Steiner tree in different type of graphs
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Figure 1: A trapezoid graph and its corresponding trapezoid diagram.

are available in literature. This generalized problem can be reduced to the
node weighted Steiner tree problem, for which algorithms with performance
guarantees of O(log n) are known. Khuller et al. [11] have designed an ap-
proximation algorithms with small constant factors for this problem. Drake et
al. [7] proposed no polynomial time approximation algorithm for the terminal
Steiner tree problem has a performance ratio less then (1 − O(1)) ln n unless
NP has slightly superpolynomial time algorithms. Promel [17] has designed



An Efficient Algorithm to Compute 13

an RNC approximation algorithm for the Steiner tree problem in graph with
performance ratio 5/3 and RNC approximation algorithms for the Steiner
tree problem in networks with performance ratio 5/3+ε for all ε > 0. Finding
the minimum Steiner set of an arbitrary graph is known to be NP-complete
[10]. Polynomial time algorithms are reported in the literature for some special
classes of graphs such as strongly chordal graphs and distance heredity graphs
[6, 18]. An O(n3) [3] time algorithm for this problem in permutation graphs
was first given using a dynamic programming approach for the cardinality case
and the result was improved to O(m+n log n) for the non-negative weights by
reducing the problems into shortest path problem in a general network, and
finally to O(n + m) time using a new dynamic programming scheme. Mondal
et al. [15] have designed an optimal algorithm to find Steiner tree on permuta-
tion graphs. Pal et al. [16] presents a linear time algorithm for the k-connected
Steiner subgraph problem on an interval graph.

A path of a graph G is an alternating sequence of distinct vertices and
edges, beginning and ending with vertices. The length of a path is the number
of edges in the path. A path from vertex u to v is shortest path if there is no
other path from u to v with length less then this.

For a given subset T of V , called a set of target vertices, a set S ⊂ V is
said to be a Steiner set for T in G if

(i) S is a subset of V − T , i.e., S ⊆ V − T ,
(ii) the subgraph induced by S ∪ T in G is connected.
The Steiner set S is said to be minimum cardinality Steiner set, if the

cardinality of S is minimum. A spanning tree of a connected subgraph induced
by S ∪ T in G is called a Steiner tree. The minimum cardinality Steiner set
problem is the problem of finding the minimum number of vertices to connect
a given set of target vertices T .

In this paper, an algorithm is presented to compute a minimum cardinality
Steiner set and Steiner tree on trapezoid graphs. The proposed algorithm takes
O(m + n

√
log C) time.

2. Preliminaries

In this section, we present some definitions and results. These results are found
useful in developing the proposed algorithm.

Lemma 1. [2] Two vertices i and j of a trapezoid graph are not adjacent iff
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either (i) bi < aj and di < cj or (ii) bj < ai and dj < ci.

Lemma 2. [8] Let G be a trapezoid graph and u, v be two adjacent vertices of
G. If u < w < v, then w is adjacent to at least one of u or v.

Define the following term for a trapezoid graph G = (V, E).
Let N(u) = {v : v ∈ V and (v, u) ∈ E} be the set of vertices which are

adjacent to u.
LN(u) = {v : v ∈ N(u) and v < u} be the set of vertices which are less

then u and adjacent to u, called left adjacent to u.
RN(u) = {v : v ∈ N(u) and v > u} be the set of vertices which are greater

then u and adjacent to u, called right adjacent to u.
i.e., N(u) = LN(u) ∪RN(u).

A Trapezoid Tj is said to be right adjacent to Ti if
(i) ai < aj < bi and ci < cj < di or
(ii) ai < aj < bi and cj > di or
(iii) aj > bi and ci < cj < di.
Conversely, Ti is called the left adjacent to Tj.
The possible cases when Ti is left adjacent to Tj or Tj is right adjacent to

Ti are shown in Figure 2.
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Figure 2: Ti is left adjacent to Tj

Given a trapezoid graph G = (V, E) and a set of target vertices T =
{x1, x2, . . . , xk} of V , with x1 < x2 < · · · < xk, we note that the subgraph
induced by T is not necessarily connected. In general, it contains some con-
nected subgraphs and some isolated vertices. If x1 and xk belong to such two
connected subgraphs we denote them by C0 and C1 respectively. If x1 and
xk are isolated then C0 = {x1} and C1 = {xk}. Four situations arise, (a)
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none of C0 and C1 is a singleton, (b) C0 is a singleton but not C1, (c) C1 is
a singleton but not C0 and (d) both C0 and C1 are singleton. If C0 and C1

are not singleton sets then we find two fictitious trapezoids Ts and Tt corre-
sponding to C0 and C1 respectively. The four corner points of the trapezoid
Ts are min{ai, i ∈ C0}, max{bi, i ∈ C0}, min{ci, i ∈ C0} and max{di, i ∈ C0}.
Similarly, the four corner points of the trapezoid Tt are min{ai, i ∈ C1},
max{bi, i ∈ C1}, min{ci, i ∈ C1} and max{di, i ∈ C1}. Let s and t are the
vertices corresponding to the trapezoids Ts and Tt respectively. We note that
when C0 is singleton then s = x1 and when C1 is singleton then t = xk.

As the minimum cardinality Steiner set problem involves of finding the
minimum number of vertices which connect a given set of target vertices, we
construct an auxiliary graph G′ = (V ′, E ′), where V ′ = V −LN(x1)−RN(xk)
and E ′ ⊆ E and also containing the fictitious trapezoids Ts and Tt (Figure 3).
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Figure 3: New trapezoid graph G′ and its trapezoid diagram with respect to
T .

Lemma 3. If Ti is a left adjacent trapezoid to Tx1 in G then the trapezoid Ti

is deleted from G, the reduced graph G′ has no effect.
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Proof. Let Tk be a trapezoid in G and Tk is right adjacent to Ti. Since, Tk is
right adjacent to Ti then Tk must adjacent to Tj, because Tj is right adjacent
to Ti. But if Ti is deleted from G then Tk can not be deleted from G. There-
fore, Tk becomes in G′, i.e., the auxiliary graph G′ has no effect. 2

Similar to the above result we have the following lemma.

Lemma 4. If Ti is right adjacent to Txk
in G then the trapezoid Ti is deleted

from G, the reduced graph G′ has no effect.

Lemma 5. If a trapezoid Tj is adjacent to at least one trapezoid of C0 then
Tj is adjacent to Ts.

Proof. Let C0 be a connected subgraph containing the target vertex x1.
Let Ts be the fictitious trapezoid corresponding the subgraph C0. The four
corner points of the trapezoid Ts are min{ai, i ∈ C0}, max{bi, i ∈ C0},
min{ci, i ∈ C0} and max{di, i ∈ C0}. So, Ts is the least region which in-
cludes all the members of CO. If the trapezoid Tj is adjacent to at least one
trapezoid of C0 then that trapezoid of C0 and Tj have a common region, i.e.,
Tj and Ts have a common region. Therefore, Tj is adjacent to Ts. Hence the
lemma. 2

Similar to the above lemma we have the following result.

Lemma 6. If a trapezoid Tj is adjacent to at least one trapezoid of C1 then
Tj is adjacent to Tt.

To find the Steiner set we determine a shortest path between the vertices
s and t containing maximum number of target vertices and let such shortest
path be the subgraph P ′ = (VP ′ , EP ′), where VP ′ and EP ′ respectively denote
the set of vertices and edges. Let this path be s→ v1 → v2 → · · · → vr−2 → t.
We denote the path v1 → v2 → · · · → vr−2 by the subgraph P = (VP , EP ).
We now consider the set VP −T and denote it by S. It can be shown that this
set S is a Steiner set.

For the graph of Figure 1, let T = {3, 4, 6, 8, 9, 13, 14} then x1 = 3, xk = 14,
LN(x1) = {1, 2}, RN(xk) = {15}, C0 = {3, 4} and C1 = {13, 14}.

In the following lemma we prove that S is a Steiner set.

Lemma 7. The set S is a Steiner set.
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Proof. Let P ′ is a shortest path between s and t in G′. Therefore, if xp is a
member of T which is not a member of P ′ such that s < xp < t then there
always exist two adjacent vertices u and v of P ′ with u < xp < v. By Lemma
2, xp is connected with at least one vertex of u and v as u and v are connected.
Therefore, each vertex xp of T with s < xp < t is connected with at least one
vertex of P ′. Now s in G′ is connected with v1 of P ′. Therefore v1 is connected
with s in G. Since s of G is in C0 and C1 is connected, it follows that C0 ∪ P
is a connected subgraph in G. Similarly, C1 ∪ P is also a connected subgraph
in G. Hence C0 ∪ P ∪ C1 is a connected subgraph of G. Again each member
of T is either a vertex of one of the subgraphs C0, P and C1 or it is connected
with some member of VP . Hence the subgraph T ∪VP of G is connected. Now
S = VP−T implies T ∪VP = T ∪S. So, S is a Steiner set. Hence the lemma. 2

Next we show that the Steiner set S contains minimum number of vertices.

Lemma 8. The Steiner set S is minimum Steiner set.

Proof. By Lemma 7, S = VP − T is a Steiner set. As VP contains minimum
number of vertices, cardinality of VP is minimum. Since S = VP − T and T is
fixed. Therefore, S is minimum. Hence the lemma. 2

It may be noted that the subgraphs C0 and C1 are not necessarily tree,
they may contain cycle. If they are not tree let T0 and T1 be the spanning
trees corresponding to the subgraphs C0 and C1 respectively. It is shown in
the following lemma that T0 ∪ P ∪ T1 is a tree.

Lemma 9. The subgraph T0 ∪ P ∪ T1 is a tree.

Proof. Let T0 and T1 be the spanning trees of C0 and C1. Let the num-
ber of vertices of T0, T1 and P ′ be respectively p, q and r. The path P ′ is
s → v1 → v2 → · · · → vr−2 → t. If v1 is connected with s in G′, then v1 is
connected with s in G. The path v1 → v2 → · · · → vr−2 is P . Hence the tree
T0 is connected with the path P which again connected with the tree T1 i.e.,
T0 ∪ P ∪ T1 is connected. If T0 and P are connected by more then one edge
we consider only one such edge. Similarly, we consider only one such edge
connecting P and T1. Clearly, the set of vertices of T0, T1 and P are mutually
disjoint. Therefore the number of vertices of T0 ∪ P ∪ T1 is p + (r − 2) + q
and the number of edges in it is (p − 1) + (r − 2 − 1) + (q − 1) + 1 + 1 i.e.,
(p + (r − 2) + q)− 1. Since T0 ∪ P ∪ T1 is connected and its number of edges
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is one less then its number of vertices, it is a tree. Hence the lemma. 2

If all the vertices of T are member of T0∪P ∪T1, then T0∪P ∪T1 = S∪T .
So, the connected subgraph induced by S ∪ T is a Steiner tree.

If T 6⊂ T0 ∪ P ∪ T1, then let R = T−(vertices of (T0 ∪ P ∪ T1)). By lemma
2, each vertex of R is connected to at least one vertex of P . Now we construct
a subgraph TP∪R = (VP∪R, EP∪R) as follows.

The vertex set VP∪R is taken as VP ∪ R. For each vertex v ∈ R, we find
two consecutive vertices u and w of P such that u < v < w. Then by Lemma
2, at least one of (u, v) and (u, v) ∈ E. For each v ∈ R, we add one of these
edges with EP to form EP∪R.

From the construction of TP∪R it is obvious that TP∪R is a tree with
minimum number of vertices |VP∪R| = |P | + |R| and the number of edges
|EP∪R| = |EP |+ |R| = |P | − 1 + |R|.

Thus if S ∪ T=(vertices of (T0 ∪ P ∪ T1)), then the Steiner tree is T ∗ =
(T0 ∪ P ∪ T1), otherwise it is T ∗ = (T0 ∪ TP∪R ∪ T1).

To find the shortest path between two vertices s and t containing maximum

number of target vertices on G′, the graph G′ is converted to a digraph
−→
G ′′.

Then applying the algorithm of Ahuja et al. [1] the shortest path P ′ is to be
determined. The conversion method is described below.

3. Shortest Distance Between two Given Ver-

tices Through Some Specified Vertices

Let G = (V, E) be an undirected graph and T = {x1, x2, . . . , xk} be the set of
specified vertices through which the shortest path is to be determined. This
problem is solve into two stages stated below:

(i) Convert the undirected graph into a directed graph,
(ii) Convert the vertex weight to edge weight.

3.1 Conversion of undirected graph to directed graph

A relation R is said to be symmetric relation if any two elements xi and xj,
xiRxj holds then also xjRxi holds. Using symmetric relation, undirected graph

G′ = (V ′, E ′) is transformed to a directed graph
−→
G ′ = (V ′,

−→
E ′). The edge set

−→
E ′ is constructed as follows: If (u, v) ∈ E ′ then the order pairs (u, v) and (v, u)
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are both the edges of
−→
E ′. Thus every undirected graph is a representation of

some symmetric binary relation (on the set of its vertices). Furthermore, every
undirected graph with m edges can be through of as a symmetric digraph with

2m directed edges. Figure 4 represents to a digraph
−→
G ′ corresponding to an

undirected trapezoid graph G′ of Figure 3.
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Figure 4: The digraph
−→
G′ corresponding to the graph G′.

3.2 Conversion of vertex weight to edge weight

Suppose the graph
−→
G ′ = (V ′,

−→
E ′) is weighted and the weights are assigned to

the edges. Let w(u, v) be the weight of the edge (u, v). Here we assume that
the weight of each edge and each specified vertex of the corresponding directed
graph are unit and each non-specified vertex is a large number, say, M . Let
w(i) be the weight of the vertex i. Therefore, w(i)=1, for i ∈ T and w(i)=M ,
for i ∈ V ′ − T .

A network can be transformed into a network by replacing each vertex i
by two vertices i′ and i′′ and introducing a new directed edge (i′, i′′). All edges
previously incident on i are made to be incident on i′ and all edges previously
incident out of i are made to be incident of i′′. This process is briefly illustrated

in Figure 5. Again the digraph
−→
G ′ is transformed to a digraph

−→
G ′′ by splitting

all the vertices using the following method. Replacing each vertex i by two
vertices i′ and i′′ and introducing a new directed edge (i′, i′′). Therefore, weight

of each vertex i is transformed to the weight of edge (i′, i′′). The graph
−→
G ′′

is a edge weighted directed graph of
−→
G ′. The basic difference between the

digraph
−→
G ′ and

−→
G ′′ is that a non-negative integer weight w(i) is assigned to

each vertex i in
−→
G ′ but there is no weight assigned to any vertex in

−→
G ′′. The

weight of each vertex i of
−→
G ′ has been converted to the weight of each edge
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(i′, i′′) of
−→
G ′′. Figure 6 represents the edge weighted digraph

−→
G ′′ corresponding

to the digraph
−→
G ′ of Figure 4.

3.3 Weight of the edges

In Section 3.2, we construct a network, where weight of each vertex i is trans-
formed to weight of edge (i′, i′′). Let w(i, j) be the weight of the directed
edge (i′, i′′) of the directed graph. Already, we assume that the weight of each
edge of the digraph be 1. For simplicity, w(i, j) = w(j, i) = 1, for all i and j.

Therefore, finally the digraph
−→
G ′′ is the edge weighted digraph of

−→
G ′.

For the graph
−→
G ′ of Figure 4, let the set of specified vertices be {s, 6, 8, 9, t}.

Then we put the weight of the vertices be w(s) = 1,w(5) = M , w(6) = 1, w(7)
= M , w(8) = 1, w(9) = 1, w(10) = M , w(11) = M , w(12) = M and w(t) = 1

and the weight of each edges be unit. The weight of the edges of the graph
−→
G ′′

of Figure 6 are then become w(5′, 5′′) = w(7′, 7′′) = w(10′, 10′′) = w(11′, 11′′)
= w(12′, 12′′) = M , w(s′, s′′) = w(6′, 6′′) = w(8′, 8′′) = w(9′, 9′′) = w(t′, t′′) =
1 and all other edges be unit.

Now, finding the shortest path between two vertices s and t through some
specified (target vertices) vertices on G′ is equivalent to finding of shortest

path between two vertices s′ and t′′ on
−→
G ′′. The shortest path P ′ between s′

and t′′ can be obtained by using the algorithm of Ahuja et al. [1].
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4. Algorithm and its Complexity

To compute the Steiner set and Steiner tree we follow the following algorithm.
The main steps of the algorithm are listed in Algorithm TSST.

ALGORITHM TSST
Input: A trapezoid graph G with trapezoid representation Ti(ai, bi, ci, di),

i = 1, 2, . . . , n and a set of target vertices T = {x1, x2, . . . , xk}.
Output: The Steiner set S and Steiner tree T ∗.
Step 1: Compute the vertex set LN(x1) and RN(xk).
Step 2: Construct an auxiliary graph G′ = (V ′, E ′), where V ′ = V −

LN(x1)−RN(xk) and E ′ ⊆ E.
Step 3: Compute the subgraph C0 and C1 of G.
Step 4: Compute the spanning trees T0 and T1 of C0 and C1 respectively.
Step 5: Construct two fictitious trapezoids Ts and Tt.
Step 6: Compute a shortest path P ′ = (VP ′ , EP ′) from s′ to t′′ containing

maximum number of target vertices on
−→
G ′′.

Step 7: Compute P = (VP , EP ) from P ′.
Step 8: Compute the Steiner set S = VP − T .
Step 9: Compute the set R = T−(vertices of T0 ∪ P ∪ T1)).
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Step 10: If T 6⊂ (vertices of (T0 ∪ P ∪ T1)) then compute TP∪R.
Step 11: If T ⊂ (vertices of (T0 ∪ P ∪ T1)) then

T ∗ = (T0 ∪ P ∪ T1)
else
T ∗ = (T0 ∪ TP∪R ∪ T1).

end TSST.
For the graph of Figure 1, the Seiner set S = {7, 10, 12} or {7, 11, 12} if we

consider the set of target vertices T = {3, 4, 6, 8, 9, 13, 14}.

Theorem 1. The minimum cardinality Steiner tree of a trapezoid graph with
n vertices and m edges can be computed in O(m + n

√
log C) time, where cost

of each arc is a non-negative integer number bounded by C.

Proof. The vertex set LN(x1) and RN(xk) con be computed in O(n) time
(Step 1). Construction of the auxiliary graph G′ takes only O(1) time (Step
2). The connected subgraph C0 and C1 of T can be computed in O(n) time
(Step 3). The spanning trees T0 and T1 can be computed in O(n) time (Step
4). The fictitious trapezoids Ts and Tt can be computed in O(n) time (Step

5). The shortest path between s′ and t′′ in
−→
G ′′ can be obtained in Section 3.

The shortest path between two vertices of a general graph is constructed in
O(m + n

√
log C) time [1]. Therefore, Step 6 takes by O(m + n

√
log C) time.

Step 8 can be computed in O(n) time. Step 9 can be computed in O(n) time.
Inclusion of a set into another set can be checked in O(n) time. Thus, Steps
10 and 11 can be computed in O(n) time. Hence overall time complexity is
O(m + n

√
log C). Hence the theorem. 2
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